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ABSTRACT Accurate prediction of relative sol-
vent accessibilities (RSAs) of amino acid residues in
proteins may be used to facilitate protein structure
prediction and functional annotation. Toward that
goal we developed a novel method for improved predic-
tion of RSAs. Contrary to other machine learning-
based methods from the literature, we do not impose a
classification problem with arbitrary boundaries be-
tween the classes. Instead, we seek a continuous
approximation of the real-value RSA using nonlinear
regression, with several feed forward and recurrent
neural networks, which are then combined into a
consensus predictor. A set of 860 protein structures
derived from the PFAM database was used for train-
ing, whereas validation of the results was carefully
performed on several nonredundant control sets com-
prising a total of 603 structures derived from new
Protein Data Bank structures and had no homology to
proteins included in the training. Two classes of alter-
native predictors were developed for comparison with
the regression-based approach: one based on the stan-
dard classification approach and the other based on a
semicontinuous approximation with the so-called ther-
mometer encoding. Furthermore, a weighted approxi-
mation, with errors being scaled by the observed
levels of variability in RSA for equivalent residues in
families of homologous structures, was applied in
order to improve the results. The effects of including
evolutionary profiles and the growth of sequence
databases were assessed. In accord with the observed
levels of variability in RSA for different ranges of RSA
values, the regression accuracy is higher for buried
than for exposed residues, with overall 15.3-15.8%
mean absolute errors and correlation coefficients be-
tween the predicted and experimental values of 0.64—
0.67 on different control sets. The new method outper-
forms classification-based algorithms when the real
value predictions are projected onto two-class classifi-
cation problems with several commonly used thresh-
olds to separate exposed and buried residues. For
example, classification accuracy of about 77% is consis-
tently achieved on all control sets with a threshold of
25% RSA. A web server that enables RSA prediction
using the new method and provides customizable
graphical representation of the results is available at
http://sable.cchmec.org. Proteins 2004;56:753-767.
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INTRODUCTION

Many approaches for protein structure prediction rely
on intermediate predictions of key attributes of amino acid
residues in a protein, such as secondary structure, number
of contacts, or solvent accessibility. In particular, im-
proved secondary structure prediction methods, which
achieved per residue accuracy of more than 75% for
classification into three states (helix, beta strand, coil),’?
contributed significantly to the improved performance of
fold recognition and de novo protein structure prediction
methods.> ¢ The relative success of secondary structure
predictions stems mainly from the use of evolutionary
information and from the application of advanced machine
learning techniques to solve the underlying classification
problem.”®

Similar to secondary structure prediction, accurate esti-
mates of the extent of residue solvent exposure, as mea-
sured by the relative solvent accessibility (RSA) or acces-
sible surface area, are likely to further enhance the level of
success in fold recognition and de novo protein folding.
Contrary to secondary structures, however, residue sol-
vent accessibility is a real-value number, and there are no
clearly defined, distinct classes of residues. Moreover, RSA
appears to be less conserved than secondary structures in
families of homologous structures. For example, the corre-
lation coefficient of RSA between equivalent residues in
homologous structures has been estimated to be equal to
0.77.° While these estimates are strongly dependent on the
level of homology that one considers (see Results section),
predicting solvent accessibility based on family profiles
has proved to be a more difficult problem than secondary
structure (SS) prediction.?®°

In the past, many different methods have been devised
for predicting solvent exposure from a protein—amino acid
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sequence. For example, neural networks (NN),° Bayes-
ian,'® substitution matrix—based, and simple baseline
approaches'! were proposed. The common denominator
for most existing RSA prediction methods is that they cast
the problem as a classification problem. Since NN proved
to be particularly successful in the realm of SS classifica-
tion, a similar approach was also adapted for the RSA
prediction problem.® Following the SS prediction schemes,
discrete classes are imposed on real-value solvent accessi-
bilities, and the resulting classification problem is solved
using NN or other machine learning techniques.

Recently, several groups attempted to further improve
RSA prediction, using both feed forward'%'® and recurrent
NN, support vector machines (SVMs),'® or information
theory approaches.'® According to published accuracy
estimates and our own tests, the recurrent NN-based
ACCpro method appears to be the most accurate of these
methods, achieving (in cross-validation) a classification
accuracy of about 77% for the two-class problem with a
threshold of 25% RSA.'*

However, there are inherent problems with imposing an
arbitrary threshold that separates buried from exposed
residues, owing to the extent of variations in terms of RSA
for residues that occupy equivalent positions in homolo-
gous structures. For example, the average difference (i.e.,
mean absolute error) in RSA for pairs of residues that are
aligned according to PFAM alignments, with at least one
of the residues having RSA in the range of 20-30%, is
equal to 16.8% (see Results section). Therefore, imposing
different classification for residues with RSAs of 24% and
26%, for example, while using the 25% threshold, is
nonphysical and makes the training of such a classifier a
difficult task. Moreover, the interpretation of the results is
cumbersome, since multiple classifiers with different
thresholds may be necessary to assess the actual level of
solvent exposure and distinguish residues with RSAs of
25% from those with RSAs of 75%, for instance.

A novel method that provides real-value RSA prediction,
based on simple binary encoding of amino acid sequences
and feed forward NN with two output nodes and subse-
quent transformation of their excitations into a real-value
prediction, was published recently.!” While this new
method goes beyond the classification protocols, the re-
ported accuracy appears to be limited, with mean absolute
errors between 18.0% and 19.5% RSA and correlation
coefficients of up to 0.5.17

In this work, we develop a new method for accurate
prediction of RSA using NN-based nonlinear regression
instead of a classification approach. Rather than imposing
arbitrary boundaries between the classes, we seek a
continuous approximation of the real-value RSA. Several
NNs, including feed forward and Elman recurrent net-
works, with a single logistic output node that approxi-
mates the experimental real-value RSA, were trained and
combined into a consensus regression—based predictor.
The expected level of variation in homologous structures in
terms of RSA for residues with a different degree of
exposure was assessed and used to weight individual
contributions to the error function to be minimized. A
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metaclassifier is developed to provide reliability scores for
real-value regression-based RSA predictions. We also de-
velop an alternative, semicontinuous model with the so-
called thermometer encoding of the output and several
standard classifiers for comparison. The accuracy of all the
methods is estimated and compared using EVAluation of
automatic protein structure prediction (EVA)-like method-
ology'® for evaluation of the accuracy of SS prediction
methods.

MATERIALS AND METHODS
Relative Solvent Accessibility

The solvent-accessible surface area of an amino acid
residue indicates its level of burial (or solvent exposure) in
a protein structure and is often expressed in terms of RSA.
The RSA of an amino acid residue i, which will be denoted
as RSA,; throughout this article, is defined as the ratio of
the solvent-exposed surface area of that residue observed
in a given structure, denoted as SA;, and the maximum
obtainable value of the solvent-exposed surface area for
this amino acid, denoted as MSA;:

SA,
"MSA,

Thus, RSA; adopts values between 0% and 100%, with
0% corresponding to a fully buried and 100% to a fully
accessible residue, respectively.

We used the Dictionary of Protein Secondary Structure
(DSSP)'® program to compute residue solvent-accessible
surface areas, SA,, for known protein structures. The
maximum obtainable values of the solvent-exposed sur-
face area are taken from Chothia®® and correspond to
surface-exposed area of the central residue observed in
tripeptides in extended conformation. For comparison
with other methods, we also used alternative values
adopted by Rost and Sander.? Note that different normal-
ization may lead to different classification when an arbi-
trary threshold is used. The regression approach, on the
other hand, is expected to be less sensitive to the choice of
the actual normalization scheme.

It should also be noted that estimating accuracy of
approximation and classification approaches requires dif-
ferent error measures. In case of classification, with dis-
crete classes imposed on the actual values of RSA, the
natural and commonly used error measure is simply the
classification accuracy. However, other error measures
need to be applied in case of continuous approximation.

Here, we applied several different measures, including
the root-mean-square error (RMSE) and weighted RMSE
(WRMSE), defined as follows:

1
wRMSE = NEEa(oi)(yi —-0)%, (2)

where y; denotes the predicted and o, the observed (experi-
mental) value of RSA for residue i, respectively. The
weights a( 0;) depend on the observed value of RSA and are
used to scale the errors relative to expected level of RSA
variation for equivalent residues in families of homologous

RSA; =100 [%]. (1
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Fig. 1. The distribution of the observed values of the RSA, scaled to [0,1] interval, in our training set of 860

protein structures. Note the significant fraction of fully buried residues (RSA = 0%) relative to exposed
residues. The vertical dashed line indicates the threshold (RSA = ca. 17% or 0.17 on the scale used in the
figure), which results in a balanced definition of two classes: buried and exposed residues, with an equal

number of residues in each class.

structures (the values used here are defined in the section
on training protocols). The wRMSE reduces to RMSE
when all the weights a( 0;,) are equal to one. We also
applied two other standard measures, namely, the mean
absolute error (MAE):

1
MAE = JVEU" - oy, (3)

and the correlation coefficient between the predicted and
observed values of RSA, as defined in Rost and Sander.®

For comparison with classification approaches, we also
considered projections of the real-value RSA into discrete
classes, measuring the error by using the standard classifi-
cation accuracy. In case of a two-class problem, with a
threshold separating buried (B) and exposed (E) residues,
the two-state accuracy per residue, @, defined as percent-
age of correctly predicted residues in two states, B and E,
as well as Matthews correlation coefficients! (MCCs; note
that for two-class problems the correlation coefficient and
MCC are equivalent) were used.

Training and Control Sets

In order to derive a representative and nonredundant
training set we used the PFAM database, version 6.6.%2
consisting of 3071 protein families (domains), of which

about 45% had known three-dimensional (3D) structures.
By excluding problematic structures (e.g., structures that
were not parsed successfully by the DSSP program), a
subset of 860 families represented by at least one 3D
structure was obtained. For the training, a randomly
chosen single structure (of an individual protein chain) per
family was used, resulting in a set of 209,685 residues
(Fig. 1). Multiple structures in each family, if available,
were used to assess the level of variability in solvent-
accessible surface area for pairs of residues that can be
aligned and are in this sense structurally equivalent. The
accuracy of RSA assignment based on homologous struc-
tures was estimated using this approach (see the section
on training protocols).

Several control sets were derived following an approach
used before by the EVA metaserver in order to assess the
accuracy of SS prediction methods.'® First, nonredundant
new structures submitted to the Protein Data Bank (PDB)
database?®® were selected using a filter available from the
PDB server, with 50% sequence identity as the threshold
to remove redundant new entries. Further redundancies
in terms of more distant homology were removed by
applying BLAST?* sequence alignments to prune entries
that resulted in matches with E-values lower than 0.001
with respect to sequences already included in any of the
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control sets. Next, structurally biased sequence align-
ments, as implemented in the LOOPP (Learning, Observ-
ing and Outputting Protein Patterns) program,?® were
used in order to exclude proteins homologous to structures
included in our training set. Specifically, matches result-
ing in Z scores higher than 6.5 for structurally biased
sequence alignment, a threshold that was found sufficient
before, 2% were excluded.

The resulting control sets of structures (assembled in
specific months of 2002) with no homology to proteins
included in the training will be referred to as S156 (156
structures submitted to the PDB from January through
March 2002), S135 (135 structures submitted from April
through June 2002), S163 (163 structures submitted from
July through September 2002), and S149 (149 structures
submitted from October through December 2002), respec-
tively. Taken together, these control sets contain 603
protein chains (only the first chain for each structure is
considered for protein complexes) and 143,348 residues.
The average length (taking into account residues with
unresolved coordinates) of proteins included in control sets
is 238 as opposed to 268 in the case of proteins included in
the training. The list of protein structures in the training
and all control sets can be downloaded from http:/
sable.cchmc.org.

Feature Space

It has been demonstrated before that evolutionary infor-
mation encoded in the form of a family profile, for example,
as the position-specific scoring matrix (PSSM) generated
iteratively by using the PSI-BLAST program,?* improves
significantly (by up to 10% for the three-state prediction)
the accuracy of SS prediction.>”® On the other hand, some
studies suggested that the extent of improvement due to
the inclusion of evolutionary information is not as signifi-
cant in the case of RSA.% Nevertheless, an improvement of
up to 5% was achieved.?14

Here, following these previous studies, we employed
evolutionary information in the form of PSSMs and com-
pare the results with the single sequence—based approach.
In order to generate family profiles encoded in the form of a
PSSM, we used the PSI-BLAST program (version 2.6 with
default options unless specified otherwise; see also discus-
sion in the Results section). Both, the SWISS-PROT
database,?” as of August 15, 2002 with 113,193 sequences,
and the nr database®® as of November 7, 2002, with
1,229,187 sequences, as well as a newer version as of
August 8, 2003, with 1,486,372 sequences, were used to
assess the effects of the growing size of sequence data-
bases. Three iterations of PSI-BLAST were performed to
generate family profiles, and no masking of low complexity
regions or membrane domains was used.

The local structural environment and evolutionary con-
text of each residue is characterized by a sliding window of
11 amino acids, with the residue of interest at position 6.
The window of length 11 proved to be sufficient in our tests
to achieve accuracy essentially identical to those with
longer windows for SS prediction. Since we subsequently
use RSA predictions in order to improve SS prediction
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within the framework of multitask learning,?® we did not
attempt to optimize the length of the window indepen-
dently for RSA. For the same reason (i.e., for the sake of
consistency with our SS prediction system, in which we
applied the same solution as an alternative to a special
node indicating the edges of the alignment), windows for
the first and last 5 residues were created by virtue of
adding short artificial N- and C-termini peptide extensions
to the query sequence. This resulted in the extended
PSSMs of an appropriate length.

Since each residue in the window is initially represented
by a column of the PSSM, the resulting input vectors have
dimension 220. In addition to information derived from the
PSI-BLAST PSSM, we also characterized each position in
the window by the average hydrophobicity and volume of
amino acids observed at that position in the multiple
alignment, as well as the entropy at that position, adding
an additional 33 features to the input vectors. Sixteen
more features resulted from adding for the central residue
and its two immediate neighbors a binary vector of length
5 that indicates the presence of amino acids belonging to 1
of the 5 groups with distinct SS propensities: {A, E, L}, {V,
I}, {S, N}, {P}, {G}, and one more component indicating the
presence of cysteine residues in the window. Thus, the
input vectors consisted of 269 features. Some of the above
arbitrary choices are discussed in more detail in the
Results section.

Network Architectures

In this section we describe different types of networks
used to obtain either a continuous approximation of the
real-value RSA or various discrete classifications, as well
as confidence level scores for regression-based prediction.
For the regression-based continuous prediction we used a
feed forward architecture shown in Figure 2 (without the
loops indicated by dashed lines). The input layer consist-
ing of 269 nodes, two hidden layers consisting of 30 nodes
each, and a single logistic output node were used. Thus,
the overall number of edges and, consequently, weights to
be optimized was equal in this case to 9000, plus 61
additional (bias) parameters defining the sigmoidal activa-
tion functions for nodes in the hidden layers and the
output node.

While the number of parameters to be optimized is large,
it is still considerably smaller compared to methods that
use a longer sliding window to characterize the structural
environment around the residue of interest. We will refer
to the above architecture as 269-30-30-1FFR, with FFR
standing for feed forward regression network. Several of
these networks were trained using different training algo-
rithms, as described in the next section.

In addition to standard multilayered feed forward net-
works, we also used recurrent Elman networks that have
been applied to sequential data, such as time series
analysis.?® The advantage of Elman-type networks is that
the representations of the problem developed in the hidden
layers are fed back to themselves, providing dynamic
memory of prior internal states of the network.?° The
overall architecture of the Elman networks used here was
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Fig. 2. Schematic representation of a multilayer feed forward and Elman network architectures, with a
single real-value (logistic) output node used here for regression-based prediction of RSA. Subsequent layers
are fully interconnected (i.e., each node of a given layer is connected to all nodes in the next layer). In the case
of the recurrent Elman networks, the hidden layers are connected by additional (passive) feedback loops, with
the context units that provide the context of prior internal states of the hidden layers.

similar to that of 269-30-30-1FFR. However, nodes in the
hidden layers were connected by feedback loops, with all
nodes in the same hidden layer, as shown in Figure 2.
Weights associated with these additional edges were not
optimized, as they simply add a scaled excitation pattern
in the hidden layer obtained after presenting to the
network previous training examples. We found that Elman-
type networks typically require a smaller number of
iterations (epochs) to achieve accuracy comparable to that
of standard feed forward networks for both SS and relative
solvent accessibility prediction. We will refer to this type of
network as 269-30-30-1ER, with ER standing for Elman
regression.

Another architecture that we considered in this work
uses the so-called thermometer encoding®! for the output
node in order to obtain a semicontinuous approximation of
the RSA. Specifically, we used 20 output nodes to repre-
sent 20 classes of residues with their RSA in the intervals:
[0,0], (0,5], (5,10], (10,15], ... (90,100] % RSA. However,
contrary to the standard binary encoding used for classifi-
cation problems, the real-value RSA was transformed into
a binary vector of length 20, with all the bits (nodes)
corresponding to lower RSA values being activated (rather
than just a single node corresponding to a particular RSA).

We found that, in practice, a reversed encoding, with
buried residues represented as vectors of ones (as opposed
to vectors of zeros) worked better. For example, an RSA of
8% 1is transformed into the following binary vector:
[1,1,...,1,1,0,0,]7, whereas an RSA of 16% is transformed
into the vector [1,1,...,1,1,0,0,0,0]7, and so on. When
making predictions, the center of the last interval with
excitation higher than 0.5 is assigned. A schematic repre-
sentation of this network, which will be referred to as
269-30-30-20T, is included in Figure 3.

The network architectures discussed so far involve two
hidden layers, following the setup that we used for SS
prediction, for which it turned out to be advantageous. In
order to measure the influence of the second hidden layer,
we also trained a number of regression networks with only
one hidden layer consisting of 33 nodes (in order to obtain a
comparable overall number of parameters to be opti-
mized). These networks were trained and combined into a
consensus predictor, as discussed in the following sections,
for the networks with two hidden layers. The results in
terms of regression and classification accuracy, while
marginally lower in case of the one-layer network, were
not significantly different. In the remaining part of the
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article, we only present the results for the two-layer
regression and thermometer networks.

For classification problems, we used networks with the
input and hidden layers, as described above. However, two
binary output nodes were added in case of two-class
problems. This kind of network will be referred to as
269-30-30-2. In addition, we also considered a simpler type
of architecture for auxiliary classification networks that
provide confidence scores for regression-based predictions.
Four different feed forward networks, with an expanded
input that includes 9 additional nodes representing RSA
prediction for the residue of interest obtained by using 9
different networks and a single hidden layer, were used for
that purpose. They will be referred to as 278-50-2, 278-
30-2 (two different networks), and 278-20-2, respectively.

Training Protocols

The standard sum of squared error (SSE) cost function
that we seek to minimize in the training is defined as
follows:

SSE@) = D(yi(z) — 0,)?, (4)

where y,(2) is the predicted value for the ith input vector
given the parameters of the network (weights and biases)
z, and o, represents the observed real-value RSAs that are
imposed in the training. For convenience, the RSA values
were restricted to the set {0,1} for each of the binary
classification nodes.

The minimization of the standard SSE function is
strongly influenced by large errors that concern especially
exposed residues. In Figure 4 and Table I, we summarize
the observed level of variation in RSA for “equivalent
residues” in families of homologous structures. Residues
are regarded as equivalent here when they are aligned
according to the PFAM database or, alternatively, using
pairwise BLAST alignments for known family members
derived from PFAM.
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As can be seen from Figure 4, the average RMSE for
pairs of equivalent residues is much higher for exposed
residues. Therefore, in analogy to RMSE defined in Eq. (2),
we introduced the corresponding weighted SSE cost func-
tion in order to account for naturally occurring variability
in terms of RSA in families of homologous structures:

WSSE(z) = 2 a(0)y,(z) — 0) (5)

The weights a(0,) are defined using a coarse graining, as
described below. Let B; denote the interval (or bin) that
contains the observed value of RSA for the ith residue (i.e.,
0; € B,). Using this notation, a(o;) may be defined as «(0;) =
1/< (0; — 0,)* > 0, € B,, with the average in the denomina-
tor computed over all pairs of residues (j,k) that contain at
least one residue with the observed value of RSA o; in the
interval B; (we used the following bins: [0,10], (10,20],
(30,40], etc.). The actual values of the weights were
derived using PFAM alignments to identify pairs of equiva-
lent residues, and they were used to scale down errors for
exposed residues, relative to buried residues (see Table I).

The weighted cost function defined above was used to
train 9 neural networks with the overall 269-30-30-1
architecture: 6 feed forward networks (269-30-30-1FFR),
with 3 of them trained by the standard backpropagation
(BP) algorithm, and 3 by using the resilient propagation
(RP) algorithm,®®> as well as 3 networks with Elman
architecture (269-30-30-1ER), with 2 of them trained by
using RP and 1 by BP. These different networks achieved
different local minima and were combined into a consen-
sus predictor by using the arithmetic average of individual
approximations. This new predictor will be referred to as
SABLE weighted approximation (SABLE-wa). We also
trained the above 9 networks using the standard error
function of Eq. (4) and combined them into a consensus
predictor, which will be referred to as SABLE approxima-
tion (SABLE-a). The consensus-based predictions achieved
an increase in accuracy with respect to best individual
networks (which were usually the Elman-type networks)
between 1% and 2%.

In addition to regression networks, we also trained
(using the RP algorithm) three Elman-type networks with
the thermometer encoding (269-30-30-20T), which were
combined into a semicontinuous consensus predictor that
will be referred to as SABLE thermometer (SABLE-t). For
comparison, we also developed consensus classifiers for
two-class problems with several different thresholds that
combined 4 different 269-30-30-2FF networks, 2 trained
using BP and 2 trained using RP. These methods will be
referred to as SABLE 2-class (SABLE-2¢) and a number
indicating the threshold used.

Our training set consisted of 209,685 vectors represent-
ing individual residues. This set was further split in the
training into 2 subsets: an actual training set of 190,000
vectors, and a validation set containing the remaining
vectors. The state of the network (adaptive parameters)
was saved after each 10 epochs during learning, and the
generalization was assessed using the validation subset.
For further evaluation, we used these networks that
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Fig. 4. Average root-mean-square error between RSA of “structurally equivalent residues” in different
regions of solvent accessibility. For the sake of this analysis, pairs of structurally equivalent residues were
defined by using original PFAM as well as BLAST pairwise alignments for a set of 809 protein families, with at
least two known structures included in the PFAM database. The average RMSE value is computed in bins of
length 10 and shown at the center of each bin. Note that the level of RSA deviations for structurally equiivalent
residues depends strongly on the level of homology, as illustrated by differences between the 3 curves
included: PFAM alignments include distant homologs, whereas BLAST pairwise alignments are restricted to
homologs with at least 20% or 50% sequence identity, respectively. Note also the plateau between RSAs of
15—-40%, which indicates a class of residues with an intermediate level of solvent exposure for which the extent

of variation in terms of RSA in structural homologs is least dependent on the level of homology.

TABLE I Level of Variation in RSA for Pairs of Equivalent
Residues in Protein Families Identified by PFAM Multiple

Alignments
RSA interval (MAE) (%] (RMSE) [%) a (o)
[0,10] 8.1 185 54
(10,20] 14.1 21.3 4.7
(20,30] 15.7 20.9 4.8
(30,40] 16.8 21.2 4.7
(40,50] 178 22.4 45
(50,60] 19.0 24.5 4.1
(60,70] 214 28.0 3.6
(70,801 25.2 33.3 3.0
(80,90] 31.2 40.0 2.5
(90,100] 39.1 49.0 2.0

See also Figure 4. MAEs, RMSEs, and the resulting (scaled) weights
for the weighted SSE function of Eq. (5) in the respective intervals of
RSA values (on the scale from 0% to 100%) are reported in columns 2, 3
and 4, respectively. Relatively large discrepancies between MAE and
RMSE for buried residues result from a higher level of conservation of
RSA for such residues and the binomial shape of the distribution of
differences (absolute errors).

achieved the best accuracy on our validation set. For all
the networks discussed here. the best generalization was
obtained after around 150 epochs. Following standard

practice, the input vectors were presented to the network
in a random order. The Stuttgart Neural Network Simula-
tor (SNNS) package with default settings for BP and RP
algorithms®® was used to train all the neural networks
discussed in this work.

Assessing Statistical Confidence of RSA Predictions

Applying NN to classification problems has the advan-
tage of offering a convenient definition of reliability indices
for prediction in terms of a normalized activation of the
output nodes. In case of regression-based solvent accessibil-
ity prediction, however, this obvious prescription for obtain-
ing estimates of statistical significance cannot be applied.
Therefore, in order to derive reliability indices we used an
auxiliary two-class classification problem, where the first
class includes correct predictions, and the second, incor-
rect predictions, respectively.

Specifically, a prediction was classified as correct if the
difference between the predicted and observed value of
RSA was smaller than 1.5 times the average difference in
RSA for pairs of equivalent residues in protein families, as
defined for each range (bin) of RSA in Table I. For example,
if the observed RSA was 1% and the predicted value was
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TABLE II. Classification Accuracy Using Projected Real-Value RSA Predictions

5% 10% 15% 20% 25% 30% 35% 40% 45% 50%
SABLE-a 75.8 75.9 76.3 76.8 76.8 77.1 715 78.0 79.2 80.6
SABLE-t 78.7 774 77.1 76.5 76.6 76.7 77.1 77.8 78.9 80.4
SABLE-wa 77.1 77.5 77.7 77.7 77.3 772 77.4 77.8 78.6 80.1

Results in terms of per residue accuracy, @,, for a series of two-class problems on the S163 set, defined by different thresholds

(%) that separate buried and exposed residues, are reported.

14%, then the prediction was classified as incorrect, since
the (scaled) average difference expected for the bin [0,10]
was equal to 12.2%. We would like to stress that while
guided by the observed level of variability in terms of RSA
in homologous structure, this particular choice of tolerable
errors in RSA prediction (as well as the previous choice of
weights for the weighted SSE function) remains arbitrary.

Four NNs with architectures 278-50-2, 278-30-2 (two
networks), and 278-20-2, respectively, were trained using
the same training set as before and the standard BP
algorithm, and subsequently combined into a consensus
classifier for such defined (meta) classification problem. As
for standard classification problems, the output vector was
binary, P = [P, PiJ", with [1,0]7 representing correct
prediction and [0,1]7 representing incorrect prediction.
The RSA values obtained by using 9 individual approxima-
tion networks, trained as described in the previous section,
were included in the input vectors. The normalized consen-
sus score for making a correct prediction, Pg,, was calcu-
lated as follows:

k
corr

con _
p corr

k
D20k + Ph) ©
k

Here, % runs over different networks in the committee,
whereas P! and P.. denote the activation of the output
node for classes “correct” and “incorrect” in the kth net-
work, respectively.

RESULTS
Limits of Homology-Based Prediction

We start our discussion of the results with an analysis of
limitations that are to be expected for RSA prediction
methods based on evolutionary profiles of protein families
(which is the case here). In their pioneering work, Rost and
Sander® concluded that RSA is less conserved in protein
families, relative to SSs. The correlation coefficient of RSA
between homologous structures was estimated to be equal
to 0.77 when using structure alignments and 0.68 when
using less accurate sequence alignments (for the same set
of 80 pairs of homologous structures). Due to lack of
suitable alternatives, their analysis was biased toward
globins that were represented by 19 out of 80 pairs of
structures.

We now revisit this question and report the results of
our extended analysis using a set of 809 protein families
included in the PFAM database and containing at least
two known structures to enable comparison of RSA in

TABLE IIL. Classification Accuracy With 3 Different
Databases Applied to Generate PSI-BLAST Multiple
Alignments, Obtained by Projection of the Weighted
Approximation (SABLE-wa) Onto the Two-Class
Classification Problem, With the Threshold of 25% RSA

Database S163 S156 S149 S135
1,486 kS nr 77.3% 76.5% 76.6% 77.3%
1,229 kS nr 77.0% 76.4% 76.2% 77.4%
113 kS SWISS-PROT 76.2% 75.0% 74.9% 76.4%

homologous structures. The average number of alternative
structures in these families was equal to 5.8 (with the
standard deviation of 9.0 and 5 families including more
than 50 structures per family). As can be seen from Figure
4 and Table I, which summarize our findings, the devia-
tions between RSA of equivalent residues (i.e., those that
can be aligned using a certain type of alignment) generally
increase with the level of surface exposure, although the
actual values vary significantly depending on the level of
homology considered.

For example, using the original PFAM alignments, one
obtains the correlation coefficient of 0.57, as opposed to
0.82, when more distant homologs are excluded by using
50% sequence identity threshold. Strictly speaking, in the
latter case, the BLAST program is used to realign pairs of
homologous sequences included in the PFAM database,
and all pairs with less than 50% sequence identity are
excluded from the analysis (the reason for that being that
our predictions of RSA were based on BLAST alignments).
For distant homologs, the level of RSA conservation is
much lower even for a significant fraction of (the most
abundant) nearly buried residues, resulting in lower over-
all correlation coefficients.

The above observation suggests that the overall perfor-
mance of any method based on evolutionary profiles might
suffer when very remote homologs are included, for ex-
ample, in the PSI-BLAST multiple alignment. On the
other hand, however, family profiles as opposed to single
sequence—based methods improve the results by about 5%.
An additional improvement of about 1-2% is observed
when larger sequence databases and thus, in principle,
better profiles are used (see Tables II and III). Thus, one
might expect, in accord with previous analysis showing
sensitivity of the PHDacc method to the choice of the
E-value threshold in PsiBLAST,? a trade-off between the
noise introduced by distant homologs and the requirement
of an informative evolutionary profile. Nevertheless, our
attempts to utilize different thresholds for PSI-BLAST
iterations failed to yield significant improvements in terms
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TABLE IV. Performance of Regression-Based Real-Value Prediction Models (SABLE-a, SABLE-wa) and Semicontinuous
Thermometer Model (SABLE-t) on 4 Different Control Sets, as Measured by Correlation Coefficients (CCs) Between
Predicted and Experimental RSA Values, MAEs, and RMSEs (the Latter Two in the Units of % RSA)

S163 S156 S135 S149
CC MAE RMSE CC MAE RMSE CC MAE RMSE CC MAE RMSE
SABLE-a 0.65 15.6 20.8 0.64 15.9 21.0 0.66 15.3 20.5 0.64 16.0 21.0
SABLE-t 0.65 15.6 22.5 0.63 15.8 22.6 0.65 155 22.3 0.63 16.0 22.9
SABLE-wa 0.66 15.5 212 0.64 15.7 213 0.67 15.3 209 0.65 15.8 214

TABLE V. Comparisons of the accuracy (% RSA) of 3 Prediction Models: Average RMSE (Top Lines) and Corresponding
Standard Deviations (Bottom Lines) for Different RSA Ranges Using the S163 Control Set

0-5 5-10 10-15 15-20 20-25 25-30 30-35 35—40 4045 45-50
SABLE-a 15.6 17.9 17.0 16.5 15.2 14.9 14.9 15.0 16.0 175
4.6 55 4.8 4.3 3.3 2.8 2.6 2.7 3.3 41
SABLE-t 104 14.0 14.8 16.0 16.6 175 18.6 19.8 214 23.3
3.7 4.5 3.8 34 3.0 3.1 3.5 44 54 6.6
SABLE-wa 12.9 14.5 13.9 13.6 13.0 13.3 14.1 15.1 16.9 18.8
3.3 3.9 34 2.9 2.2 1.9 2.1 2.7 3.6 45

Note, that the thermometer encoding (SABLE-t) results in more accurate predictions for buried residues (the first bin) and the simple
approximation (SABLE-a) are most accurate for exposed residues. The weighted approximation (SABLE-wa) achieves best results in the range,

10-35% RSA.
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Fig. 5. RMSEs for RSA prediction in different ranges of the RSA in the training (left panel) and on the S163 control set (right panel), using several
methods: homology-based prediction (using BLAST alignments for known structural homologs—see Fig. 2), continuous (weighted) approximation, and

semicontinuous prediction using thermometer encoding.

of accuracy, indicating perhaps that a family-dependent
level of homology would need to be considered, as opposed
to a single threshold for all families.

Performance of Regression-Based Methods

In this section, we present and analyze the results of
continuous predictors based on the simple (SABLE-a) and
weighted approximation (SABLE-wa), as well as the semi-
continuous predictions obtained by using the thermometer
encoding (SABLE-t). Both the accuracy of real-value predic-
tions and classification accuracy for projections into two-

class problems with different thresholds are assessed. The
results for all the control sets are summarized in Table IV.
Further dissection of the results for the S163 control set is
provided in Tables II and V, and for both the training set
and S163 in Figures 5 and 6. The effects due to the size of
the sequence database are assessed in Table III.

The overall accuracy of each method, as measured by the
correlation coefficients, as well as MAE and RMSE error
measures, is provided in Table IV. In terms of correlation
coefficients and MAE, SABLE-wa performs somewhat
better than the two other methods, achieving correlation



762 R.ADAMCZAK ET AL.

T 1
08 0.g
0B T 0.8
o7 T o7
[
o 0B 0B
o
&
B
£ 05 05
=3 M
04 i 0.
1
o 0.3
o2 o2
o
o1 1
|
- . 4 - . 1]
[ 02 0.4 0.6 08 1

obserad ASA

=
@

o8

=
m

n.g

07

=1
-

0.6

[=}
@

0s

predicied BSA
=
wm

0.4

=]
=

0.3

8
%]

0.2

=]
m

| ] | o
[+] 02 04 0.6 0.8 1
obsersed ASA

Fig. 6. Correlations between observed and predicted (using weighted approximation) values of RSA for different ranges of solvent exposure, scaled
to [0,1] interval. The results for the training set (A) and the S163 control set (B) are shown. The density of vectors is normalized in each column
independently, and the boxes with maximum density are marked in black to indicate intervals with the most frequent values of predicted RSA for a given
interval of observed values. Note that while buried and partially exposed residues are predicted with relatively small errors and the densities
approximately following the diagonal, surface-exposed residues with an RSA of 60% (0.6) or more (which are, however, much less frequent—see Fig. 1)

are systematically predicted as more buried.

between 0.64 and 0.67, and MAE between 15.8% and
15.3% RSA. On the other hand, SABLE-a is somewhat
better than SABLE-wa in terms of RMSE, with errors from
20.5% to 21.0% RSA. When correlation coefficients, as well
as the MAE and RMSE error measures, are computed for
each protein independently and then averaged (rather
than computing an average over all residues in the control
set), SABLE-wa predictions yield the average correlation
coefficient of 0.65, average MAE of 17.4% RSA, and
average RMSE of 22.9% RSA on the S163 control set, for
instance. The standard deviations are in this case equal to
0.12, 5.6% and 5.9% RSA, respectively, reflecting rela-
tively high variability in accuracy achieved for different
proteins included in the S163 control set. Similar results
were obtained for other control sets and for both SABLE-a
and SABLE-t, indicating that the differences between the
three methods in terms of the overall accuracy (which are
on the order of 0.01 for the correlation coefficients) are not
significant. Nevertheless, the three methods achieve signifi-
cantly different accuracies for residues with different
levels of solvent exposure, as discussed below.

As can be seen from Figure 5, the regression accuracy as
measured by the RMSE is comparable to that of homology-
based predictions for buried and partially exposed resi-
dues. In fact, the accuracy of all three systems is better
than the homology-based prediction, as obtained by using
BLAST alignments for pairs of homologous structures
with at least 20% sequence identity (see Materials and
Methods section on training protocols), in the range be-
tween 10% and 40% RSA (and the range between 10% and
50% for the two regression-based methods). The errors
increase, relative to the homology based-prediction for
more exposed residues, with weighted approximation be-
ing (as expected) least accurate in this region.

A more detailed comparison of the three prediction
systems for the range between 0% and 50% RSA is also
included in Table V. The weighted approximation (SABLE-
wa) achieved best results in the range from 10% to 35%
RSA, with differences between the means being at least as
large as the standard deviation for SABLE-wa in the
20-25% RSA interval, for instance. Consequently, also the
classification accuracy of SABLE-wa is higher for two-
class problems obtained by projecting the real-value RSA
into discrete bins, with threshold from 10% to 30% RSA
(see Table II). Thresholds in this range coincide approxi-
mately with a balanced definition of the two classes and
provide the most informative classifications (see next
section).

It is interesting to note that the approximation methods
reproduce the pattern observed before for homology-based
predictions (see Fig. 4), with a plateau for residues of
intermediate levels of solvent exposure in the range from
10% to 40% RSA, whereas the semicontinuous thermom-
eter encoding resulted in monotonically decreasing accu-
racy for the whole range of RSA values. Since the input
information is identical in each case, these differences
result from alternative encoding of the output and error
definitions. For example, the weighting of the error func-
tion in case of SABLE-wa leads to a better performance
with respect to SABLE-a for buried and partially buried
residues.

Correlations between predicted and observed RSA are
further presented in Figure 6, for the training (panel A)
and control set S163 (panel B), respectively. Each column
in these “heat maps” is normalized independently by
dividing the number of residues with a specific range of
predicted RSA values by the maximum number of residues
in that column. The highest density is represented by
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TABLE VL. Errors in Regression-Based RSA Prediction Decrease With the Growing Reliability Scores
(Probabilities) Derived Using an Auxiliary Classification Method (Described in the Text)

Probability 0.9 0.8 0.7 0.6 0.5 0.0

Fraction of residues 9.3% 18.1% 31.1% 47.2% 66.8% 100%

Correct—wide 94.0% 91.8% 89.4% 87.0% 84.0% 77.7%
(fraction of buried) 99.9% 96.7% 90.0% 81.8% 72.2% 62.5%
Correct—medium 89.8% 80.4% 70.0% 62.6% 56.1% 48.4%
(fraction of buried) 100% 97.9% 93.0% 85.8% 76.2% 65.2%
Correct—narrow 77.0% 60.0% 48.7% 42.4% 37.6% 32.4%
(fraction of buried) 100% 98.1% 93.0% 85.4% 75.4% 64.0%

The overall fraction of residues predicted with a reliability score (probability) higher than certain threshold and the
percentage of correctly predicted residues, as well as the fraction of buried residues among the correctly predicted ones, are
given for each threshold for the S163 control set. Three error bars are considered: wide, medium, and narrow, corresponding
to 1.5, 0.75, and 0.5 times the average difference in RSA for pairs of equivalent residues (defined for each range of RSA

values in Table I), respectively.

black squares. An ideal solution, with perfect correlation
between the observed and predicted RSA values, would
result in a sharp diagonal density. In our case, the density
is reasonably diagonal (for both training and control sets)
in the range of 0% to 50% RSA, indicating the range of
relatively accurate real-value RSA predictions using the
weighted approximation.

While simple approximation and thermometer encoding
resulted in a slightly more diagonal density also for the
exposed residues (data not shown), they too overestimated
systematically the level of burial for surface exposed
residues. Our attempts to introduce an a posteriori correc-
tion accounting for this systematic error failed to yield
significantly improved results, because higher accuracy for
relatively infrequent highly exposed residues was offset by
increased errors for buried residues.

A lot of consideration has been given in the literature to
improving the quality of multiple alignments in order to
further improve the accuracy of SS and RSA predic-
tion.%'%1* We estimated how the accuracy of our RSA
prediction depends on (primarily the size of) sequence
databases used to generate the PSI-BLAST PSSM. The
SABLE-wa real-value RSA predictions were projected for
that purpose onto the two-class classification problem with
the threshold of 25% RSA (see Table III). Three databases
were used: nr with 1,486,372 sequences (denoted as 1,486
kS nr), a somewhat older version of nr with 1,229,187
sequences (denoted as 1,229 kS nr), and the SWISS-PROT
database with 113,193 sequences. Note, that while the
results obtained using the SWISS-PROT database were
worse by about 1.5% on 4 different test sets, the difference
between 1,229 kS and 1,486 kS nr databases was not
significant. Therefore, we hypothesize that no significant
gains will be obtained due to the further growth of
sequence databases.

In order to further assess the effects of multiple align-
ments and to simulate the worst-case prediction scenario,
we estimated the accuracy of regression-based predictions
assuming that no homologous sequences were available to
build the multiple alignment. For this case, the BLO-

SUMS62 matrix was applied to represent the amino acids
instead of the PSI-BLAST PSSM. The two-class classifica-
tion accuracy of the projected SABLE-wa method (without
retraining) dropped to about 55% on our test sets, with the
class threshold set to 25% RSA. For comparison, we also
trained two regression-based systems, based on informa-
tion derived from a single sequence and amino acid
residues represented either by the respective column in
the BLOSUMG62 matrix (i.e., implicitly containing some
family nonspecific evolutionary information) or by simple
binary vectors. Such systems achieved similar accuracy of
about 72% when projected into two-class problem with a
25% threshold and will be referred to as SABLE-wa BS62
and SABLE-wa binary, respectively (see discussion in the
next section).

Next, we estimated how the accuracy of our RSA predic-
tions (using weighted approximation, SABLE-wa) corre-
lates with the reliability indices obtained using the meta-
classification system described in the Materials and
Methods section on assessing statistical confidence of RSA
predictions. The results for the S163 test set are summa-
rized in Table VI. Real-value RSA predictions were classi-
fied as correct if the difference between the predicted and
observed value of RSA was either smaller than the 1.5
times the average difference (correct—wide), 0.75 times
the average difference (correct—medium) or half of the
average difference (correct—narrow) in RSA for pairs of
equivalent residues, as defined for each range of RSA
values in Table I. For example, if the observed RSA is 1%
and the predicted value is 7.5%, then prediction was
classified as correct when using the wide and medium
error bars, but incorrect when using the narrow error bar,
which is equal in this case to about 4% RSA (half of the
expected error bar of 8.1% RSA for residues in this range of
RSA—see Material and Methods section on assessing
statistical confidence of RSA predictions).

As can be seen from Table VI, the fraction of residues
predicted within the expected error bars for a given range
of RSA values increases with the growing reliability
scores. On the other hand, the fraction of buried residues
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in the subpopulation of residues that were predicted
within the respective error bars increases quickly with the
reliability scores as well. For example, even for the wide
error bars, essentially all residues predicted with probabil-
ity higher than 0.9 and within the error bars are buried.
Since for buried residues the error bars used here are
equal to 1.5, 0.75, and 0.5 times 8.1% RSA, respectively,
one may conclude that approximately 94%, 90%, and 77%
of residues predicted with probability higher than 0.9 is
predicted with errors smaller than 12%, 6%, and 4% RSA,
respectively.

Thus, buried residues appear to be easier to predict
accurately. In fact, buried residues constitute the majority
of residues that are predicted within the error bars even
without using reliability scores (see last column in Table
VI). Nevertheless, a growing fraction of nonburied resi-
dues with predicted RSA within the respective error bars
at a given level of exposure can be identified with lower
probability thresholds (see also Fig. 7). As a consequence of
the above trends, a significant increase in classification
accuracy was also observed when the results were pro-
jected into two-class problems. For example, 81.4%, 89.6%,
and 96.6% correct classification was achieved when consid-
ering residues with reliability scores higher than 0.5, 0.7,
and 0.9, respectively, for the two-class problem with a
class threshold of 25% RSA. For the problem with 15%
RSA threshold, the corresponding numbers were 78.3%,
83.3%, and 93.2% correct classification.

In light of the above, we conclude that the reliability
scores can be used to identify subsets of residues predicted
with lower errors, both in terms of real-value predictions
and classification. It is also worth noting that all the
reliability scores (probabilities) of correct prediction
dropped consistently below 0.5 when the simple BLO-
SUMS62 representation was used instead of the PSSM (see
earlier discussion). Thus, a low overall probability of the
prediction can be used to indicate when the method fails
due to the lack of sufficient evolutionary information.

Comparison With Other Methods

Several new methods for predicting RSA have been
proposed recently.'>'® These efforts follow earlier at-
tempts®'? and cast the RSA prediction as a classification
problem, which is typically solved using machine learning
techniques, such as NNs or SVMs. Consequently, the
performance of such methods is evaluated in terms of
classification accuracy. For example, the @, measure is
typically used for two-class problems when an arbitrary
threshold (e.g., RSA of 25%) is imposed to separate the
buried and exposed residues and define the B and E
classes, respectively. Therefore, a direct comparison of our
regression-based approach with such classification-based
methods was not possible.

In order to address the above dilemma, we compared the
performance of our continuous approximation in terms of
projections into two-class classification problems, with
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different thresholds defining the class of buried and the
class of exposed residues. We present here a detailed
comparison for two thresholds, namely, 15% and 25% RSA,
that define an approximately balanced division into the
two classes and coincide with thresholds used before in the
literature. Moreover, according to the analysis of Pollastri
et al.,’* and also in accord with our own findings (see Figs.
1 and 4), other thresholds, such as 5% or 50% for instance,
are much less informative. For example, the classification
accuracy for systems trained with 5% or 50% thresholds
was only slightly better than the baseline prediction, in
which one simply assumes that all the residues belong to
the class represented by the largest number of examples in
the training.

We included in our analysis three relatively successful
methods from the literature, namely ACCpro,'* Jnet,'?
and NETASA,'® for which Web servers are available,
facilitating a more detailed comparison. We developed a
metaserver that was used to submit sequences of all the
proteins included in our four control sets to ACCpro, Jnet,
and NETASA servers (using several available thresholds
for classification). We did not attempt to remove structures
that might be homologous to proteins included in the
respective training sets of the ACCpro, Jnet, and NETASA
methods. Therefore, the following results (which are dis-
cussed in detail below) should be regarded as an upper
bound for the actual accuracy.

According to published accuracy estimates and our own
tests, the most accurate of these methods appears to be the
recurrent NN-based ACCpro method, which achieved in
three-fold cross-validation about 77% correct classification
for two-class problem with a threshold of 25% RSA.'* The
ACCpro method was trained using PSI-BLAST PSSMs for
several alternative definitions of the two-class problem,
with thresholds 0%, 5%, 10%, and so on, using a set of 1008
protein chains for cross-validated training. As a reference,
the PHDacc method achieved a cross-validated accuracy of
about 75% for the two-state problem with 25% threshold.®

The Jnet prediction method is based on feed-forward NN
and combines into a consensus prediction classifier trained
with Psi-BLAST PSSM and HMMER profile Hidden
Markov Model (HMM) representations of evolutionary
family profiles.!? Jnet achieved classification accuracy of
76.2% in 7-fold cross-validation on the training set of 480
proteins for the two-class problem with a threshold of 25%
(the Jnet server also provides results for thresholds 0%
and 5%).'? Contrary to Jnet or ACCpro, the NETASA
method, which is also based on a feed-forward NN, does
not utilize evolutionary profiles of protein families for
predicting RSA. Instead, a simple binary coding of amino
acids is used.'® Therefore, NETASA, with a reported
accuracy of 71.1% for the threshold 25%, estimated on a
small control set of 71 proteins,'® may be used to provide a
reference for methods that are based on family profiles.

We would like to stress that any objective comparison of
the Web servers for solvent accessibility prediction has to
be done with care, as different groups use different defini-
tions of RSA. For example, while the DSSP program was
applied to derive solvent-accessible areas for ACCpro and
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Jnet methods, NETASA used an alternative program,
which is not readily available. In addition, each of these
methods utilizes a different normalization scheme to de-
rive relative solvent accessibilities, defined in Eq. (1).
Taking this into account in our evaluation of the ACCpro
and Jnet servers, we defined the true state of each residue
by applying the DSSP program and the maximum accessi-
bilities used in the original papers.'?!* However, such a
direct comparison was not possible for the NETASA server,
for which we applied the DSSP program and the maximum
accessibilities used in this work. Thus, any results ob-
tained this way only approximate the actual performance
of NETASA.

An additional difficulty in assessing accuracy of differ-
ent servers stems from the fact that outdated sequence
databases might have been used to generate multiple
sequence alignments and evolutionary profiles. According
to our own analysis, this effect should be small (between
1% and 2%— see Table III). Nevertheless, for further
comparison, we developed our own classifiers for two-class
problems (SABLE-2¢) with the thresholds 15% and 25%
RSA, as discussed in the Materials and Methods sections
on network architectures and training protocols. These
classifiers were based on evolutionary profiles as encoded
by PSI-BLAST PSSMs and used the same representation
of amino acid residues as our regression-based predictors.

As can be seen in Table VII, which summarizes the
results of different two-class predictors, the classification
accuracy achieved for both thresholds by the projected
continuous approximation (SABLE-wa) was higher than
accuracy of specifically trained two-class classifiers with
these thresholds, for all but one control set. Although the
increase in accuracy was not larger than 0.7% with respect
to our own classifiers (SABLE-2¢), it demonstrates that a
single regression—based system may replace multiple clas-
sifiers and achieve classification accuracy of about 77% for
the 25% RSA threshold and up to 78% for the 15% RSA
threshold. Note also that the performance of the alterna-
tive approximations that were trained without family
profiles (SABLE-wa BS62 and SABLE-wa binary, which
are very much comparable in terms of their classification
accuracy) was worse by 5—8% for classification problems
considered here.

The ACCpro server achieved an accuracy of up to 71%
(i.e., significantly lower than the original estimate of about
77% and lower than the accuracy of our own two-class
systems). While the latter might be partially explained by
differences in the sequence databases used and the ex-
tended representation of a sliding window used in this
work (which incorporates several additional physical and
chemical profiles—see the Materials and Methods section
on feature space), the original estimates of the ACCpro
accuracy based on cross-validation appear to be too optimis-
tic. Nevertheless, we would like to stress that the ACCpro
server outperformed other servers in our tests. The Jnet
server achieved up to 69% correct classification for the 25%
threshold, as opposed to original estimate of 76.2%. The
NETASA server, on the other hand, also achieved an
accuracy of around 69%, which is, however, only 2% below
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TABLE VII. Performance of Two-Class Predictors, Measured in Terms of
Classification Accuracy (%) and Matthews Correlation Coefficients, on 4 Test Sets
with Thresholds 25% (A) and 15% (B) RSA

Method S163 S156 S135 S149

A. ACCpro server 25% 70.4/0.41 69.8%/0.41 70.6%/0.42 71.1%/0.43
SABLE-wa BS62 71.7%/0.43 71.1%/0.42 72.2%/0.44 72.2%/0.44
SABLE-wa binary 71.4%/0.42 70.9%/0.41 71.9%/0.43 72.1%/0.44
SABLE-2c 25% 76.7%/0.53 75.8%/0.52 77.1%/0.54 76.4%/0.53
SABLE-wa 77.3%/0.54 76.5%/0.52 77.3%/0.54 76.6%/0.53
B. ACCpro server 15% 70.0%/0.39 69.5%/0.38 70.3%/0.39 70.7%/0.40
SABLE-wa BS62 70.1%/0.39 70.0%/0.38 70.9%/0.40 71.1%/0.41
SABLE-wa binary 70.4%/0.40 70.2%/0.39 70.8%/0.40 71.1%/0.40
SABLE-2c 15% 77.1%/0.54 76.6%/0.53 77.8%/0.56 76.9%/0.54
SABLE-wa 77.7%/0.55 76.8%/0.53 78.3%/0.56 77.3%/0.54

The advantage of continuous approximation is that a single system can be used (without
retraining) for different thresholds, outperforming in fact two-class classifiers trained for specific
thresholds considered here, as seen by comparing the projected weighted approximation (SABLE-
wa) with profile-based two-class classifiers (ACCpro and SABLE-2c). The use of multiple
alignments improves the accuracy between 5% and 8%, as seen by comparing the results of the
profile-based SABLE-wa with single sequence-based approximations (SABLE-wa BS62 and

SABLE-wa binary).

the original estimate (note that the number of parameters
to be optimized is much smaller in case of NETASA, which
reduces the risk of overfitting), even though our own
definition of RSA was used in this case to define the true
classes.

We stress that our validation scheme follows the EVA
methodology for evaluating the accuracy of SS prediction
methods by using new submissions to the PDB and
avoiding homology with structures included in the train-
ing. This kind of evaluation is more likely to sample new
folds and new types of structures with specific biases not
included in the training compared to cross-validation that
was used in the original papers to estimate the accuracy of
the ACCpro and Jnet methods. Further continuous valida-
tion of RSA prediction methods using EVA-like methodol-
ogy may be required to assess progress in this field.

CONCLUSIONS

Knowing approximately the location of locally ordered
SS elements greatly facilitates the search for the correct
structural template in fold recognition, as well as the
search for the native conformation in de novo simulations,
as illustrated by the subsequent critical assessment of
protein structure prediction (CASP) competitions in blind
structure prediction. A similar premise concerns the predic-
tion of relative solvent accessibility, which indicates the
level of exposure of an amino acid residue in a protein
structure. In this work, we proposed a novel method for
predicting RSA based on nonlinear regression rather than
a classification approach.

For comparison, we also trained several NN-based clas-
sifiers with standard binary output, as well as networks
utilizing the so-called “thermometer encoding.” In addi-
tion, we also developed a novel metaclassifier approach in
order to derive reliability scores for regression-based real-
value predictions. The accuracy of all the methods was
validated using EVA-like methodology for evaluation of

the accuracy of SS prediction methods. Newly deposited
PDB structures were used to create control sets that
consist of nonredundant protein structures with no homol-
ogy to proteins included in the training.

In our rigorous validation tests, the new method achieved
accuracy close to that of RSA assignment based on homol-
ogy for a wide range of relative solvent exposure, with the
overall MAE (defined as the average absolute difference
between the predicted and observed values of RSA) of
about 15.5% and the correlation coefficient between the
predicted and observed values of about 0.66. Another
method providing real-value prediction of RSA was pub-
lished recently'” and achieved significantly lower accu-
racy, with 18.0-19.5% MAE and correlation coefficients of
up to 0.5. Moreover, in our tests, the regression-based
predictor outperforms classification-based approaches from
the literature when real-value predictions are projected
into discrete classes, with several most relevant thresh-
olds separating the buried and exposed residues. There-
fore, one simple regression-based predictor may replace
multiple classifiers, providing accurate prediction of the
real RSA values.
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