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Abstract. Linear projection pursuit index measuring quality of projected clus-
ters (QPC) is used to discover non-local clusters in high-dimensional multiclass
data, reduction of dimensionality, feature selection, visualization of data and clas-
sification. Constructive neural networks that optimize the QPC index are able to
discover simplest models of complex data, solving problems that standard net-
works based on error minimization are not able to handle. Tests on problems with
complex Boolean logic and a few real world datasets show high efficiency of this
approach.

1 Introduction

Theoretical analysis of non-separable classification problems, introduced in [1], shows
that complexity of data classification is proportional to the minimum number of in-
tervals that are needed to separate pure clusters of data in a single linear projection.
Problems that require at least &k such intervals are called k-separable. For example, n-bit
parity problems are n+ 1-separable [2], because linear projection of binary strings exists
that forms clusters with fixed number of 1 bits, from O to n. Neural networks based on
basis set expansions, such as the Radial Basis Function (RBF) networks, Multi-Layer
Perceptrons (MLPs), or other standard neural models [3] that use error minimization
techniques, are not able to discover such simple models of data for high index k. The
same is true for Support Vector Machines (SVMs) and other classifiers. Yet many prob-
lems in bioinformatics or text analysis may have inherent complex logic that needs to
be discovered.

Transformations on the input space may allow to find interesting low dimensional
representations, revealing structures impossible to anticipate looking at the original
dataset. The simplest transformations with easy interpretations are linear projections.
When a given data is linearly separable then a single projection is sufficient to solve
the problem. For more complicated data structures projection on a single direction may
show multimodal data distributions, creating clusters that reflect interesting information
about the data. Even if k-separable solution exist clusters projected on a line may be
small and separation between them may be narrow. More reliable predictions are pos-
sible if all data vectors are projected on large pure clusters. Additional projections may
provide useful large clusters. For example, in parity problem projection on a [1,1,1..1]
direction and [1, —1,1, —1...] direction creates pure clusters of different size allowing
for high confidence predictions for all data vectors.
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A lot of methods that search for optimal and most informative linear transformations
have been developed. A general projection pursuit (PP) framework to find interesting
data transformations by maximizing some “index of interest” has been proposed by
Friedman [4, 5]. PP index assigns numerical values to data projections (or more gen-
eral transformations). For example, the Fisher Discriminant Analysis (FDA) algorithm
[6] defines an index that measures the ratio of between-class scatter to within-class
scatter. Local FDA (LFDA) is an interesting extension of Fisher’s method, proposed
by Sugiyama [7]. This method tries to preserve local structure of data and can deal
with multimodal class distributions where FDA fails. The approach presented below
also belongs to the general projection pursuit framework, and may be implemented as
a constructive neural network. In the next section a new index based on the Quality of
Projected Clusters (QPC) is proposed. It allows to find compact, pure clusters of vec-
tors separated from other clusters. In contrast to most similarity-based methods [8, 9]
that optimize metric functions to capture local clusters, projection pursuit may discover
interesting non-local projections. Maximization of the QPC index by gradient descent
optimization are quite interesting. A few practical issues related to the application of
the QPC index are presented in the next section. Searching for projections into two or
more-dimensional spaces allows for visualization of data, as shown in section three.
The use of QPC index as a basis of a constructive neural network is described in section
four. The final section contains discussion and future perspectives.

2 The QPC Projection Index

The celebrated MLP backpropagation of errors training algorithm does not define spe-
cific target for hidden layers, trying instead to adapt input weights in a way that con-
tributes to the overall reduction of some error function. It has been quite successful
for problems that have relatively low complexity (measured by the separability index),
but fails already for Boolean functions that are 4 or 5-separable. The PP index should
help to discover interesting linear projections of multiclass data, and localize groups of
vectors that belong to the same class in compact clusters separated from other clusters.
Consider a dataset X = {x1,...,x,} C R4, where each vector x; belongs to one of
k different classes. For a given vector x € X with a label C QPC index is defined as:

Q(z;w) = AT Z G(w'(z—ay) —A” Z G (w”(z —xy)) (1
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where the G(x) localized function achieves maximum for = 0 and should have com-
pact e-support for all z € R. The first term in Eq. (1) is large if projection on a line,
defined by w weight vector, groups many vectors from class C close to x. The second
term estimates separation between a given vector  and vectors from classes other than
C. It introduces penalty for placing projected x too close to projected vectors from other
classes. The average of the Q(x; w) indices for all vectors:

QPC(w) = % > Qa;w), ©)
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forms an overall measure of how interesting a projection on direction w is, providing
a leave-one-out type estimation. The value of this index is large if projection on w
gives clusters that are pure, compact and well separated from clusters of vectors with
other labels. For linearly separable problems function Q PC'(w) achieves maximum if
projection wa creates two well-separated pure clusters. If dataset is k-separable then
maximization of this index should find a projection with k separated clusters, that may
then be easily classified defining simple intervals or using a special neural architecture
(2].

Parameters AT, A~ control influence of each term in Eq. (1), and may simply be
fixed to balance and normalize the value of projection index, for example at A* =
1/p(C) and A~ = 1/(1 — p(C)) (where p(C) is the a priori class probability). If large
A~ values are used a stronger separation between classes is enforced, while larger A™
will have an impact mostly on compactness and purity of created clusters. Influence
of each vector on projection index is determined by properties of function G(x). This
function should be localized, achieving a maximum value for = 0. If G(x) is contin-
uous then gradient-based methods may by used to find maximum of the QPC index. All
bell-shaped functions are suitable for G(x), including Gaussian and an inverse quartic

function: )
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where parameter b controls the width of G(z), and thus determines influence of the
neighboring vectors on the index value. Another useful function may be constructed
from a combination of two sigmoidal functions (a bicentral function [10, 11]):

Gx)=oc(x+b)—oc(x—0) @

Constructive MLP networks with special architecture could be used to implement ap-
proximations to the Q) PC(w) index using several hidden layers. Neurobiological justi-
fication for constructive models of networks calculating PP indices is given in the final
section.

Gradient based maximization, like most iterative optimization procedures, does not
guarantee an optimal solution. However, multistart gradient approach has been quite
effective in searching for interesting projections. Although solutions are not always
unique they may sometimes provide additional insight into the structure of data. Calcu-
lation of function (2) requires O(n?) operations. Various “editing techniques” used for
the nearest neighbor methods with very large number of vectors [12] may decrease this
complexity to O(nlogn). This may be done by sorting projected vectors and restricting
computations of the sum in Eq. (1) only to vectors x; with G(w(x — x;)) > €. The
cost is further decreased if centers of projected clusters are defined and a single sum
G(w(x — t)) used. Simple gradient descent methods may be replaced by second-order
approaches, or if non-differentiable G(x) is taken (ex. triangular, or trapezoidal func-
tion), by stochastic or systematic search-based methods [13]). All these improvements
are important but technical, while here the potential of the model that is using localized
projected clusters will be stressed.
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Fig. 1. Examples of projections found by maximization of the projection index using gradient
descent method for Wine dataset (top-left), Monk’s 1 problem (top-right), 10 bit Parity (bottom-

left) and Concentric Rings with noise (bottom-right).

Figure 1 presents examples of projections that give maximum value of the Q PC(w)
index for four very different datasets. All projections were obtained taking Eq. (3) for
G(z), with b = 3, with simple gradient descent maximization initialized 10 times,
selecting after a few iterations the most promising solution that is trained until con-
vergence. Values of weights and the value of Q PC(w) are shown in the correspond-
ing figures. Positions of vectors from each class are shown below the projection line.
Smoothed histograms may be normalized and taken as estimations of class conditionals
p(z|C), from which posterior probabilities p(C|x) = p(x|C)p(C)/p(x) may easily be
calculated.

The top left figure shows the Wine dataset from the UCI repository [14], with 13
features and 3 classes. It can easily be classified using a single linear projection that
gives three groups of vectors (one for each class) with almost perfect separation be-
tween them. The top right figure shows symbolic Monk 1 datasets [14], with 6 symbolic
features and two classes. All vectors of the Monk 1 problem can be classified correctly
with two simple rules. Large cluster of vectors in the middle of the projection presented



in Fig. 1 (first two coefficients are equal, others are essentially zero) corresponds to a
rule: if head shape = body shape then object is called a Monk. To separate the remain-
ing cases a second projection is needed (see below). These logical rules may also be
extracted from an MLP networks [15].

The lower left figure shows parity problem in 10 dimensions, with 512 even and 512
odd binary strings. This problem is 11-separable, with a maximum value of projection
index obtained for diagonal direction in the 10 dimensional hypercube, therefore all
weight have the same value. Although a perfect solution using one projection has been
found some clusters at extreme left and right of this projection are quite small and
additional directions are worth exploring. MLP or RBF networks will have to create
quite complex data models using sufficient number of hyperplanes or radial functions,
and converges to a good solution will be in this case quite unlikely.

In the last example an artificial Concentric Rings dataset has been constructed. It
has 4 classes, each with 200 samples, with 4 features, the first and second feature defin-
ing points inside 4 concentric rings, and the third and fourth containing uniformly dis-
tributed random numbers. For this dataset best projection that maximizes the QPC index
reduces influence of noisy features, with weights for dimensions 3 and 4 close to zero.
This shows that the QPC index may be used for feature selection, but also that linear
projections have limited power, and in this case will lead to a rather complex solution
requiring many projections at different angles, while using radial functions allows for
creation of much simpler network. The need for networks with different types of trans-
fer functions [10, 11] has been stressed some time ago but still there are no programs
capable of finding the simplest data models in all cases.

3 Visualization

Additional directions for interesting projections can be found in several ways. First, the
projection pursuit approach [4, 5] orthogonalizes all data to the first direction w, repeat-
ing the same procedure to generate the second projection. This warrants that different
direction is found at each such iteration. Second, one can focus on clusters of vectors
that overlap in the first projection, and use only the subset of these vectors to maximize
the PP index to find the second direction. The third possibility is to search for the next
linear projection with additional penalty term that will punish solutions similar to those
found earlier:

QPC(w;w;) = QPC(w) — M\ f(w,wy) . 3)

The value of f(w,w;) should be large if the current w is close to previous direction
w1. For example, some power of the scalar product between these directions may be
used:

fw, wl) = (w," - w)*. (6)

Parameter A controls the influence of additional term on the optimization process.
Scatterplots of data vectors projected on two directions may be used for visual-

ization. Figure 2 presents such scatterplots for the four datasets used in the previous

section. The second direction w, found by gradient descent optimization of function



(5) with A = 0.5, is used for the horizontal axis. The final weights of the second di-
rection, value of the projection index Q@ PC'(w) and the inner product of w; and w are
shown in the corresponding graphs.
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Fig. 2. Examples of scatterplots created by projection on two directions for the Wine dataset (top-
left), Monk 1 problem (top-right), 10 bit parity (bottom-left) and the noisy Concentric Rings data
(bottom-right).

Fig. 1 shows that in the Wine problem two classes are perfectly separated by the
measure of flavanoids, a feature has been dominating and was almost sufficient to sep-
arate all three classes. Two dimensional solution for Monk’s 1 forms separate and com-
pact groups of vectors. The 5th feature (which forms the second rule describing this
dataset: if it is 1 then object is a Monk) has significant value, and all unimportant fea-
tures have weights equal almost to zero, allowing for simple extraction of correct logical
rules. In case of the 10-bit parity problem each diagonal direction of a hypercube rep-
resenting Boolean function gives a good solution with large cluster in the center. Two
such orthogonal directions have been found, projecting each data vector into large pure
cluster, either in the first or in the second dimension. Results for the noisy Concentric



Rings dataset shows that maximization of the QPC index has caused vanishing of noisy
and uninformative features, and has been able to discover two-dimensional relations
hidden inside this data. Although linear projections in two directions cannot separate
this data, such dimensionality reduction is sufficient for any similarity-based method,
for example the nearest neighbor method, to solve perfectly the problem.

4 Constructive Neural Network

Weights obtained from maximization of the QPC index (2) may be useful in several ma-
chine learning tasks. Reduction of dimensionality to one dimensions allows for estima-
tion and drawing class-conditional and posterior probabilities, but may be not sufficient
for optimal classification. Reduction to two or three dimensions allows for visualiza-
tion of scatterograms, showing interesting structures hidden in the high-dimensional
datasets and suggesting how to handle the problem in a simplest way: adding linear
output layer (Wine), localized functions, using intervals (parity), or nearest neighbor
rule (Concentric Rings). Reduction to higher number of dimensions will be very useful
as a pre-processing for final classification.

Coefficients of the projection vectors may be used directly for feature ranking and
feature selection models, because maximization of the QPC index gives negligible
weights for noisy or insignificant features, while important attributes have distinctly
larger values. This method might be used to improve learning for many machine learn-
ing model that are sensitive to feature weighting, such as kNN. Interesting projections
may also be used to initialize weights in many neural network architectures, including
MLP networks. The QPC index Eq. (1) defines specific representation for the hidden
layer of a constructive neural network. This may be used in several ways to construct
nodes of the network.

In most cases, projections that maximize Q PC'(w) contain at least one large cluster.
The center of this cluster can be directly estimated during maximization of the Q (x; w)
index, because it is associated with some vector x; € X that gives the maximum value
of Q(x;; w) in Eq. (1). Consider the node M implementing the following function:

1 if [Gw(z—t)—0]>0

M(x) = {0 otherwise D

where the weights w are obtained by maximization of projection index, and t is the
center of cluster associated with maximum @ (a; w). This node splits input space into
two disjoint subspaces, with output 1 for each vector that belongs to the cluster and 0
for all other vectors. It is fairly easy to solve the parity-like problems with such nodes,
summing the output of all nodes that belong to the same class.

Further adjustments of weights and center of the cluster can enlarge the cluster and
give better separation between classes. This can be done by maximizing Q(¢; w) with
respect to weights w and cluster center ¢, or by minimization of an error function:

E(z) = Ea||G (w(z — 1)) = 6(ca 1| ®)

where 6(cz, ¢¢) is equal to 1 when @« belongs to the class associated with cluster with
center ¢, and 0 if not (some possible expansions of this error function making it more



sensitive for a number of separated vectors and purity of solution may be considered;
see [2] for details).

This method has twice as many parameters to optimize (weights and center), but
computational cost of calculation of function Q(¢; w) is linear with respect to the num-
ber of vectors O(n), and since only a few iterations are needed this part of learning is
quite fast. Final neuron should give good separation between the largest possible group
of vectors with the same labels, and the rest of the dataset. Next node is created in the
same manner, but before learning vectors correctly handled by previous nodes should be
removed from the training dataset. This procedure is called general sequential construc-
tive method [16], and it leads, in a finite number of steps, to creation of neural network
which classifies all samples of a given multiclass dataset, where each neuron derived
by this method is placed in hidden layer, and weights in the output layer are determined
from a simple algebraic equation (for details see [16]). Although we do not have space
here to report detailed results they are an improvement over already excellent results
obtained in [2] and similar to [7].

5 Discussion

Projection pursuit networks that reduce dimensionality and use clustering, such as the
QPC networks described in this paper, are able to find the simplest data models (in-
cluding logical rules) in case of quite diverse and rather complex data. They create
interesting features, allowing for visualization and classification of data. Should such
networks be called neural?

Multilayer perceptrons use threshold neurons that have neurobiological inspirations,
but backpropagation algorithm is quite hard to justify from biological perspective. Ba-
sis set expansion networks (such as RBF networks) have roots in approximation theory
rather than biology. Inspirations for the projection pursuit networks should be searched
at a higher level than single neurons. Non-local projections that form low-dimensional
clusters may be realized by neural columns that are activated by linear combinations of
incoming signals, learn to remember groups of vectors that give similar projections, and
learn better weights to increase their excitations, inhibiting at the same time competing
columns. Different mechanisms may then be used to extract interesting transformation
from such columns, reducing noise in data, selecting relevant information, learning to
estimate similarity of responses. A column may learn to react to inputs of specific inten-
sity, solving complex logical problem by clustering data in low-dimensional projections
that are not linearly separable.

Linear separability is not the best goal of learning. The QPC index helps to solve
problems that go well beyond capabilities of standard neural networks, such as the par-
ity or the noisy Boolean functions. The class of PP networks is quite broad. One can
implement many transformations in the hidden layer, explicitly creating hidden repre-
sentations that are used as new inputs for further network layers, or used for initial-
ization of standard networks. Brains are capable of deep learning, with many specific
transformations that lead from simple contour detection to final invariant object recog-
nition. Studying PP networks should bring us a bit closer to powerful methods for deep
learning.
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